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Main Conference Day One  
Wednesday, 19 November 2025 

08:15 Registration Opens 
09:00 Welcome Address by Responsible AI Summit Asia 

09:05 Opening Remarks by Chairperson  
Mama M'hamed, Responsible AI Leader from a Leading Pharmaceutical Company 

Navigating the Evolving Regulatory Landscape of AI in Southeast Asia 
09:10 

 
 

Opening Keynote  
Architecting Trust: Advancing Responsible AI and Emerging Tech for a Resilient Digital Singapore 
Dr. Lawrence Wee, Director, Business and Ecosystems, BizTech Group, Infocomm and Media 
Development Authority (IMDA) 

09:40 Industry Thought Leadership 

10:10 

 
 

Panel Discussion  
Coordinating the Global Role of Regulation in Promoting Responsible AI 
Regulation plays a crucial role in shaping responsible AI practices within businesses. This talk explores the 
importance and updates of many global regulatory frameworks in driving compliance, mitigating risks, and 
fostering trust in AI applications. 
• Keeping abreast of evolving AI regulations to ensure compliance and avoid legal repercussions. 
• Establishing internal policies aligned with regulatory guidelines to promote responsible AI practices. 
• Collaborating with regulatory bodies and industry peers to influence responsible AI policies 
Panellists:  
Joel Pang, Executive Director, Head of Compliance and Governance (Southeast Asia), Razorpay  
Yuvan Mohan, Singapore Country Head - Public Policy, Government Relations, ESG, Data Privacy & Trust 
and Safety, Lalamove 

10:50 Speed Networking Session  
11:10 Morning Break & Refreshments   

The Evolution of Responsible AI in Enterprise 

11:40 

 

Panel Discussion 
Navigating Generative AI Responsibly: Balancing Innovation, Threats, and Rapid Evolution 
 Identifying Generative AI use cases and auditing them, implementing safeguards to mitigate risk. 
 Developing systems to track AI advancements and adapt strategies in a fast-evolving landscape. 
 Embedding responsibility in AI workflows, ensuring ethical practices align with innovation and business 

goals 
Panellists:  
Dr Sigrid Rouam, Global Chief AI Officer, EFG Bank 
Soumyajit Sarcar, Executive Director – Head of Data and AI Product Development, Nomura 
Amaresh Mohan, Executive Advisor, Flutterwave 

12:20 Industry Thought Leadership  

12:50 Operationalising AI Governance: Integrating Responsible AI into GRC and Compliance Frameworks 
 Key building blocks of AI governance and its integration into enterprise GRC functions 
 Approaches for aligning AI systems with regulatory obligations and internal risk frameworks 
 Practical insights on compliance implementation across diverse jurisdictions (e.g., ASEAN, EU, China) 
 Lessons learned from real-world deployments in digital commerce and platform businesses 
Suman Sourav, Sr. Vice President - Security Compliance, Lazada 

13:20 Networking Lunch Break 
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Interactive Discussion Group (IDG) – 2 rounds of 50-minutes 
Structured to maximise audience interaction and participation, our specially curated IDGs focuses on different 

industry challenges. Each session allows you to zone-in and focus on the topics that matter most to you, providing an 
opportunity for you to not only learn from your peers first-hand but share your challenges actively as well. 

14:20 Roundtable A 
Defining "Responsible AI" Across Cultures and 
Contexts 
A cross-cultural dialogue on how values shape AI 
ethics and responsibility differently across regions 
Fernando Mourao, Head of Responsible AI, SEEK 
Limited 

Roundtable B 
Who Owns AI Accountability? Shared Roles in a 
Complex Ecosystem 
Exploring the responsibilities of developers, 
businesses, regulators & users in ensuring ethical AI 
Yuvan Mohan, Singapore Country Head - Public 
Policy, Government Relations, ESG, Data Privacy & 
Trust and Safety, Lalamove 

Roundtable C 
From Principles to Practice: Operationalising AI 
Ethics at Scale 
Discussing strategies and challenges in turning AI 
ethics frameworks into real-world practice 
Prem Kumar, Director, Head of Ethics and 
Compliance, Takeda 

Roundtable D 
Auditing AI: Who Watches the Algorithms? 
A deep dive into methods, standards, and 
governance for auditing AI systems across sectors 
Suman Sourav, Sr. Vice President - Security 
Compliance, Lazada 

16:00 Afternoon Break & Refreshments  

AI Governance: Building a Foundation for Responsible AI Success 

16:30 
Ingredients for a Successful Responsible AI Program: Secure Buy-In, Leverage Existing Risk Programmes, 
and Benchmark against Frameworks and Industry 
Ashutosh Madhukar, Associate Director, Program (Data Privacy, AI, Cybersecurity-Legal), Agoda 

17:00 From Vision to Execution: Building a Unified Responsible AI Strategy for the Enterprise 
 Aligning leadership vision with regulatory foresight and business objectives 
 Embedding AI governance into the enterprise: Practical approaches to identify high-impact use cases, 

mitigate risks, and accelerate adoption 
 Balancing innovation with integrity: How to uphold public trust while enabling agile, ethical AI 

development within large organisations 
Fernando Mourao, Head of Responsible AI, SEEK Limited 

17:30 Chairperson’s Closing Remarks and End of Conference  
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Main Conference Day Two  
Thursday, 20 November 2025 

08:15 Registration Opens  
09:00 Welcome Address by Responsible AI Summit Asia 

09:05 Opening Remarks by Chairperson  
Mama M'hamed, Responsible AI Leader from a Leading Pharmaceutical Company 

The Future of Work: Adapting to the Human Impact of AI 
09:10 

 

Panel Discussion 
Adapting for Tomorrow: Addressing the Human Impact of AI in the Workplace 
Explore the critical implications of AI on employment and strategies for navigating this transformational 
shift. This panel discusses proactive approaches for businesses to openly discuss, understand & mitigate the 
impact on jobs while embracing AI innovation responsibly. 
 Investing in reskilling and upskilling programs to empower employees for future roles in AI-driven 

environments 
 Fostering open communication channels to address concerns and ensure transparency about AI 

integration plans 
 Implementing inclusive AI strategies that prioritize human well-being and job retention alongside 

technological advancement 
Panellists:  
John Ang, Group Chief Technology Officer, EtonHouse International Education Group 
Yujia Gao, Assistant Group Chief Technology Officer, National University Health System 
Nelson Ng, Head of Compliance and Risk Management, BNI Securities Pte. Ltd. 

09:50 Industry Thought Leadership  

10:20 Addressing Misconceptions: Dispelling Myths in Responsible AI Practices 
Dive deep into debunking prevalent myths surrounding responsible AI, crucial for informed decision-making 
and paving the way for ethical practices. 
 The use of impact assessments 
 AI regulation will stifle innovation 
 Bias should always be eliminated  
Lee Ashmore, Global Head of Platforms, Innovation & Gen AI Tech and Head of Risk & Compliance Tech – 
APAC, HSBC (Reserved) 

10:50 Speed Networking Session  
11:10 Morning Break & Refreshments   

Case Studies of Responsible AI in Practice  

11:40 Operationalising Responsible AI in Banking: Balancing Innovation with Integrity 
 Strategies for aligning AI deployment with evolving governance and ethical standards in risk and 

compliance functions 
 Navigating the complexities of data strategy, privacy, and fairness while managing large-scale AI 

models in regulated financial environments 
 Sharing of real-life examples of embedding Responsible AI principles across the AI lifecycle within 

banks and financial institutions 
Vanessa Li, Director, Advanced Analytics and AI, Standard Chartered Bank 

12:10 Industry Thought Leadership 
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12:40 Scaling AI in Fintech: Battle Scars, Regulation, and Responsible Innovation 
 Lessons from the frontlines: What it takes to deploy AI in user-facing fintech products regulated across 

60+ countries—balancing compliance, audits, and localization challenges 
 Embedding fairness, transparency, and brand-safe AI practices in high-stakes, real-time financial 

decisions—where errors are not an option 
 Navigating AI alignment with human values, regulatory frameworks, and company policies—while 

keeping humans in the loop and environmental costs in check 
Ishan Agrawal, Head of Engineering, AI, Data & Growth, Airwallex 

13:10 Networking Lunch Break 
Interactive Discussion Group (IDG) – 2 rounds of 50-minutes 

Structured to maximise audience interaction and participation, our specially curated IDGs focuses on different 
industry challenges. Each session allows you to zone-in and focus on the topics that matter most to you, providing an 

opportunity for you to not only learn from your peers first-hand but share your challenges actively as well. 
14:10 Roundtable E 

Inclusion by Design: Building AI for All 
How to embed inclusivity in data, design, and 
deployment of AI tools from the start. 

Roundtable F 
Generative AI and the Ethics of Creativity 
Unpacking ethical concerns around originality, 
authorship, and misinformation in GenAI outputs. 
Zane Lim, Director, Generative AI (APAC), Manulife 

Roundtable G 
Building a Responsible AI Talent Pipeline 
Identifying skills, education models, and cross-
disciplinary training to nurture ethical AI 
professionals. 

Roundtable H 
Operationalising Enterprise AI Governance for 
Trustworthy Innovation 
A discussion on aligning your AI Governance from 
risk to responsibility  
Mama M'hamed, Responsible AI Leader from a 
Leading Pharmaceutical Company 

15:50 Afternoon Break & Refreshments  

Ensuring Ethical AI  

16:20 

AI in Pharma: Driving Value Responsibly — A Conversation Between Business and Ethics 
 Two sides of the same AI coin: how to unlock AI-driven commercial value without compromising 

governance 
 Building governance into growth by robust SOPs, risk frameworks, and regulatory alignment across 

diverse APAC markets 
 Ensuring compliance, IP protection, and brand trust in a highly regulated industry through cross-

functional resilience 
Sherene Cham, Regional Director, Ethics & Compliance – APAC, A. Menarini Asia Pacific 

16:50 

 

Fireside Chat  
Ensuring Ethical AI: Mitigating Bias and Hallucinations in Generative Models 
Explore strategies to overcome bias and hallucinations in generative AI models for inclusive datasets. Learn 
how varying data governance leaders in leading organizations are: 
• Employing diverse datasets and rigorous testing to identify and mitigate biases 
• Implementing ethical guidelines and validation processes to ensure inclusivity and fairness 
• Collaborating with diverse stakeholders to address ethical concerns and promote transparency 
Panellists:  
Prem Kumar, Director, Head of Ethics and Compliance, Takeda 
Zane Lim, Director, Generative AI (APAC), Manulife 

17:30 Chairperson’s Closing Remarks and End of Conference  
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  Pre-Conference Workshop  
Tuesday, 18 November 2025  

Post-Conference Workshop 
Friday, 21 November 2025  

  Responsible AI 101 
This day is dedicated to setting the groundwork for 

responsible AI —understand the key ethical 
frameworks, global policies, regional contexts, and 

foundational concepts required to engage 
meaningfully.   

Risk Assessment for Responsible AI  
As AI becomes increasingly embedded in critical systems 
and decision-making processes, the need for robust risk 
assessment frameworks is paramount. Responsible AI 

demands not only ethical principles but also measurable 
safeguards against unintended consequences.   

10:00  Registration Opens  Registration Opens  
10:30  Welcome Address  Welcome Address  
10:35  Opening Remarks by Chairperson    

Ashutosh Madhukar, Associate Director – Privacy 
Program, Agoda 

Opening Remarks by Chairperson    

10:40  Responsibility in the Age of Agentic AI: Building 
Agentic Systems We Can Trust 
 Understanding why responsibility becomes 

critical as AI systems gain more autonomy 
 Address Key Principles of Responsible AI 

including transparency, accountability, fairness 
and bias mitigation  

 How do we ensure alignment between an AI 
system’s behaviour and human intent through 
governance of agentic systems? 

Pankaj Mitra, Associate Director, Analytics and AI, 
Choreograph, WPP Media 

The Role of Independent Audits and Third-Party 
Assurance 
 Understand the importance of unbiased, third-party 

oversight in maintaining public trust in AI 
 Compare audit models: voluntary, regulatory, crowd-

sourced, and automated evaluations 
 Address the evolving ecosystem of AI assurance 

services, certifications, and governance bodies 

11:20  Laying the Foundation: Building a Robust Data 
Ethics Framework from the Ground Up 
 Developing governance processes to responsibly 

manage data collection, processing, and use in 
AI systems 

 Conducting thorough due diligence with AI 
partners, focusing on accountability, 
transparency, and robust engagement terms 

 Creating internal tools to standardize 
procurement, legal, and operational processes 
with ethical data practices 

Sukant Ghoshal, Director – Enterprise AI Safety, 
Standard Chartered Bank 

Operationalising Risk Assessment in AI Projects 
• Explore frameworks like AI risk impact assessments 

(AI-RIAs), model cards, and datasheets for datasets 
• Review tools and processes for proactive risk flagging 

during model development and deployment 
• Discuss integrating risk assessment workflows into 

agile and DevOps environments 
Mama M'hamed, Responsible AI Leader from a Leading 
Pharmaceutical Company 

12:00  Networking Lunch Break   Networking Lunch Break   
13:00 

 

Spotlight Panel: Operationalising Responsible AI in 
Your Organisation 
 Case studies from enterprises on embedding 

responsible AI in workflows and culture 
 Lessons learned from implementing governance, 

audit, and ethics frameworks 
 Key enablers: leadership buy-in, cross-functional 

collaboration, and upskilling 
Panellists:  

Spotlight Panel: Building AI Risk Taxonomies: What Are 
We Assessing & Why? 
• Define different types of AI risks—technical, ethical, 

legal, and societal—within real-world contexts. 
• Examine sector-specific risk categories (e.g., 

healthcare vs. finance vs. public safety). 
• Highlight the need for shared language and 

frameworks to assess and compare AI risks effectively 
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Ashutosh Madhukar, Associate Director, Program 
(Data Privacy, AI, Cybersecurity-Legal), Agoda 

13:50 Let’s Talk! Key Takeaways & Action Points 
Join our friendly roundtable session! Discover best 
practices, key takeaways, and actionable points to 
improve your Responsible AI strategy. 

Let’s Talk! Key Takeaways & Action Points    
Join our friendly roundtable session! Discover best 
practices, key takeaways, and actionable points to 
improve your Responsible AI strategy. 

14:50 Chairperson’s Closing Remarks and End of Pre-
Conference Focus Day     

End of Post-Conference Focus Day and Responsible AI 
Summit Asia 2025  

 


